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Abstract

The last 50 years of molecular genetics have produced an abundance of new discoveries and data that make it useful to revisit some basic

concepts and assumptions in our thinking about genomes and evolution. Chief among these observations are the complex modularity of

genome organization, the biological ubiquity of mobile and repetitive DNA sequences, and the fundamental importance of DNA

rearrangements in the evolution of sequenced genomes. This review will take a broad overview of these developments and suggest some new

ways of thinking about genomes as sophisticated informatic storage systems and about evolution as a systems engineering process.

D 2004 Elsevier B.V. All rights reserved.
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1. Introduction: DNA as a data storage medium

One of the keys to a 21st Century vision of how genomes

operate is to think about DNA as a data storage medium that

operates over three different time scales:

! Many organismal generations: genetic storage in local

DNA sequences and long range chromosome structure;

! Multiple cell generations: epigenetic storage in covalent

modifications and stable chromatin configurations;

! Within a single cell cycle: computational storage in

meta-stable nucleoprotein complexes.

These three time scales reflect the different ways that DNA

interacts with the rest of the cell as it carries out computations

and decision-making. Cellular computations involve evalua-

tion of multiple internal and external inputs. Inputs include

the replication status of the genome, where the cell is in the

cell cycle, what nutrients are available, what intercellular

signaling molecules are present, and what other cells are

touching the cell surface. Some situations require fast
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responses, such as a change in the nutritional environment

or the detection of genome damage. Other situations result in

longer-term cellular differentiations, characterized by the

formation of stable chromatin configurations (VanDriel et al.,

2003). Certain conditions involve restructuring of the

genome, either as part of the normal life cycle (Beermann,

1977; Prescott, 2000; Bassing et al., 2002; Kinoshita and

Honjo, 2001) or in response to a crisis situation (McClintock,

1984; Shapiro, 1992, 1997).
2. Genome system architecture and repetitive DNA

Genomes contain several different kinds of functional

information. In addition to the widely recognized coding

sequences (data files) determining the primary structures of

RNA and protein molecules, there is information for other

essential genomic processes:

! Packaging DNA molecules within the nucleoid or

nucleus;

! DNA replication and transmission of genome copies to

progeny cells;
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! Repair of DNA damage;

! DNA restructuring.

Our current understanding of how coding sequence

expression (data file access) and all these other processes

operate is based upon the definition of cis-acting signals as

part of the operon and replicon theories in the early 1960s

(Jacob and Monod, 1961; Jacob et al., 1963). These cis-

acting signals are fundamentally different from any

classical definition of a gene. They serve to format coding

sequences and genome architecture in the same way that

generic bit strings format the encoded information in

electronic data storage media and guide the computational

hardware to the right data files and indicate the appropriate

routines to apply. Cis-acting signals in the genome similarly

direct cellular hardware to form functional nucleoprotein

complexes to carry out tasks such as transcription,

replication, DNA distribution to daughter cells, and

homology-dependent and homology-independent recombi-

nation (Shapiro, 2002a). Since they are generic and work at

many locations, cis-acting signals belong to the repetitive

component of the genome (Shapiro and Sternberg, 2005).

By applying an informatic perspective, we can appreciate

the functional relevance and interconnections of genome

features which have proved difficult to understand within

the linear conceptual framework of classical genetics.

Extending the informatic metaphor, it is possible to argue

that genomes each have a characteric bsystem architecture,Q
in much the same way that different computer systems do

(Shapiro, 1999; Shapiro and Sternberg, 2005). The tax-

onomically specific system architecture includes elements

such as:

! transcription signals used to regulate expression of

particular coding sequences;

! signals for genome transmission (origins, centromeres

and telomeres);

! signals for recombination and DNA rearrangement;

! signals for compacting the genome with protein and

RNA to form particular chromatin structures;

! signals for attaching the genome to particular cellular or

nuclear structures.

From the genome system architecture perspective, it is

possible for two genomes in different species to have

identical coding sequences but distinct signals and genome

system architectures. The result of different architectures

would almost certainly be germ-line reproductive incom-

patibility and, quite probably, distinct patterns of coding

sequence expression leading to phenotypic and ecological

diversity. The major determinants of genome system

architecture are the repetitive elements in the genome, such

as tandemly arrayed repeats at centromeres (Choo, 2001),

telomere repeats that permit the replication of chromosome

ends (Blackburn, 2001), and dispersed repeats that contain

many signals for transcription, chromatin organization, and
nuclear localization (Jordan et al., 2003; Shapiro and

Sternberg, 2005).

There is an extensive literature on the effects of repetitive

DNA on coding sequence expression, including countless

experiments with mobile genetic elements (Bukhari et al.,

1977; Shapiro, 1983; Berg and Howe, 1989; Deininger et al.,

2003) and a growing number of studies of bposition effectQ
phenomena, where the expression of a particular genetic

locus depends upon its location relative to bheterochromaticQ
(differently staining) blocks of repetitive elements (Spofford,

1976; Schotta et al., 2003). Particularly important are trans-

position effects of repetitive elements on expression of

genetic loci from different chromosomes (Spofford, 1976).

From a mechanistic point of view, we now explain these

dosage-dependent genome-wide effects as due to titration of

a limited supply of chromatin-binding proteins (Schotta et

al., 2003). From an organizational point of view, distant

effects of repetitive element dosage tell us that the whole

genome is a single integrated system, regulated both in cis-

and trans- by networks employing DNA repeats.

It has been evident for a long time that repetitive DNA

is a more discriminating indicator of hereditary relation-

ships than coding sequences. For example, 25 years ago

restriction site polymorphisms in tandem repeats of balpha
satelliteQ DNA at centromeres permitted the construction of

a primate phylogeny (Donehower and Gillespie, 1979), and

each mammalian order can be distinguished by its content

of highly repeated SINE elements dispersed throughout the

genome (generally present at between 104–106 copies per

haploid genome; data tabulated in Sternberg and Shapiro,

2005). Plant species can also be distinguished by their

centromeric repeats (Shapiro and Sternberg, 2005), and

closely related bsiblingQ Drosophila species differ markedly

in their content of both tandem satellite arrays and

dispersed repeats (Dowsett, 1983; Csink and Henikoff,

1998). Indeed, we use repetitive microsatellite DNA for

forensic DNA analysis to determine relationships between

individuals (Bennett, 2000). In other words, the repetitive

component of the genome is far more taxonomically

specific than coding sequences. This conclusion is con-

sistent with a key role for repetitive DNA in evolutionary

diversification.
3. Genomes and cellular computation: E:coli lac operon

and the lessons of sequenced genomes

Informatically, we understand best how the genome

interacts with the rest of the cell to carry out computations

and decision-making at the shortest time scales in relatively

bsimpleQ systems, such as the classic case of the E. coli lac

operon (Jacob and Monod, 1961). This system has been

described many times from either a molecular or computa-

tional perspective (e.g. Reznikoff, 1992; Shapiro, 2002b). A

series of highly integrated molecular interactions allows E.

coli cells to distinguish between two sugars and execute the
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following non-trivial algorithm: bIF lactose is available

AND IF glucose is not available AND IF the cell can

synthesize beta-galactosidase and lactose permease, THEN

transcribe lacZYA from the lac promoter.Q
To save space here, I refer the reader to other reviews for

details of the lac operon system and its algorithmic

properties. For our purposes, it is important to summarize

the general conclusions one can draw from this example:

! Weak interactions, specific binding and cooperativity are

essential aspects of molecular computations in cells.

! Repetition in DNA and proteins means that specific

logical operations arise through combinations of basic

circuit elements (e.g. complex regulatory regions in

DNA, intra- and intermolecular interactions between

protein domains).

! Allostery, the fact that binding of one ligand affects

binding a distinct ligand, confers communication and

processing capabilities on individual molecules so that

cellular network nodes act as complex microprocessors.

! Layering of weak and bfuzzyQ interactions provides

overall sharpness to integrated cellular responses (i.e.

cells operate by Fuzzy Logic principles; Zadeh, 1975).

! Cells use chemical symbols to represent physiological

information.

! No separation exists between control molecules and

execution molecules, telling us we cannot apply Carte-

sian dualism models to the E. coli cell, or any other cell.

! Participation of DNA directly in formation of repression

and transcription nucleoprotein complexes suggests that

it may also not be useful to apply Turing’s concepts of

separate bmachineQ and btapeQ (Turing, 1950) to cellular

computations.

This list indicates that the principles underlying cellular

analog computing may well be different from those that

operate in electronic digital computers. Such a difference

does not invalidate the informatic metaphor. But it does

mean that we will have to be careful in applying existing

computational models to cells. Combinatorics, fuzzy logic

models, and principles learned from linguistics and semi-

otics may all serve as key guides to a formal description of

cellular information-processing networks. In addition, we

need to recognize that bioinformatics is far more than the

application of contemporary technology to large data bases.

Bioinformatics has the potential to lead us to novel

computing paradigms that may prove far more powerful

than the Turing machine-based digital concepts we now

use. After all, no human contrivance operates with either the

degree of complexity, the precision, or the efficiency of

living cells.

Genome sequence analysis is one of our most important

guides to disentangling how cellular systems operate and

how function changes in the course of evolution. Here we

find support for some of the general principles deducible

from individual cases like lac. In particular, repetition,
reuse and combinatorics have proven to be fundamental in

protein and whole genome evolution. We have realized that

protein structures evolve by iterating, shuffling and

accumulating domains (Doolittle, 1995; International

Human Genome Consortium, 2001) and that protein

families, which characterize individual taxa, evolve by

coding sequence amplification (e.g. Zdobnov et al., 2002;

Mouse Genome Sequencing Consortium, 2002). We see

that expression systems evolve by combining coding

sequences (data files), regulatory signals and chromatin

markers into higher order complexes that persist and

diversify in the course of evolution (e.g. homeobox

domains, Patel and Prince, 2000). At even higher levels

of organization, we find that genomes contain extensive

chromosome segments (syntenic regions) that may be

duplicated at various locations within the genome (Arabi-

dopsis Genome Initiative, 2000; Eichler, 2001) and

scrambled into new combinations during evolution (Mouse

Genome Sequencing Consortium, 2002).
4. Natural genetic engineering

All the preceding whole-genome sequence discoveries

implicate cut-and-paste type DNA rearrangements as basic

evolutionary processes. What do we know about the

capacity of cells to carry out such natural genetic engineer-

ing? An important clue is the discovery that our own

genomes are at least 43% composed of DNA segments that

can transpose from one location to another (International

Human Genome Consortium, 2001). Two classes of trans-

posable or mobile genetic elements have been recognized

from the work of Barbara McClintock and her molecular

followers (McClintock, 1987; Bukhari et al., 1977; Shapiro,

1983; Berg and Howe, 1989; Craig et al., 2002; Deininger et

al., 2003): DNA transposons move exclusively at the level of

DNA molecules while retrotransposons and other retroele-

ments move by means of an RNA intermediate that can be

reverse-transcribed into genomic DNA (Coffin et al., 1997;

Kazazian, 2000).

McClintock discovered mobile genetic elements in the

first instance because they mediated chromosome rearrange-

ments. Molecular analysis has confirmed that the same

mechanisms which lead defined segments of DNA to move

from one location to another (transpose) can also mediate

both large- and small-scale rearrangements. There appears

to be something of a molecular division of labor: DNA

elements mediate rearrangements of large segments (Fig. 1),

while retroelements mobilize smaller segments, generally

not larger than several kilobases in length (Fig. 2). The

mechanisms underlying these rearrangements are just the

kind of processes needed to explain the patterns of genome

conservation and scrambling found by comparing whole

genome sequences. There is abundant documentation that

these mechanisms have been used in evolution (Britten,

1997; Brosius, 1999; Nekrutenko and Li, 2001; Bailey et al.,
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2003; Jordan et al., 2003), they occur in nature (Bregliano

and Kidwell, 1983; Engels, 1989; Prescott, 2000; Lerman

et al., 2003), and they can execute key evolutionary processes

in the laboratory, like exon shuffling (Moran et al., 1999).

An especially illuminating example of natural genetic

engineering is the mammalian immune system. This system

evolved from DNA transposons and cellular repair functions

(Agrawal et al., 1998; Bassing et al., 2002; Gellert, 2002). It

ensures the rapid evolution in lymphocytes of a virtually
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Fig. 3. Structure of immunoglobulin-coding DNA and the process of V(D)J joining. The different V, D, J and C exons and the details of the molecular events

are explained in Bassing et al. (2002) and Gellert (2002). The differently shaded triangles represent complementary recombination signal sequences (RSSs). For

any two exons to join together, they must be flanked by complementary RSSs. Two identical RSSs will not promote DNA breakage and rejoining. Note, in the

heavy chain chromosome, how the arrangement of RSSs prevents V–J and D–D joining and effectively prevents further joining activity on the fully rearranged

chromosome. The shaded rectangle in the VHj–DHj joining product indicates a segment of bN regionQ untemplated nucleotides arising from the action of

terminal transferase before the broken fragments are ligated together.
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brecombination signal sequencesQ (RSSs) and bswitchQ
(S) regions.

! The exact rearrangements that joint exons next to RSSs

are themselves highly flexible so that junctions of

variable (V), bjoinQ (J) and bdiversityQ (D) exons can

occur at several different internucleotide positions.

! The B cells can insert untemplated bN regionQ sequences
next to D region sequences through the action of the

enzyme terminal deoxynucleotide transferase.
Fig. 4. Differential splicing and class switch rearrangements (CSRs) leading to s

Honjo, 2001. To synthesize other immunoglobulin classes instead of IgM molecu

IgD production, or engage in class switch rearrangement (CSR) so that a Cg, Cq, or

region sequences. CSR occurs when the switch regions (large rounded rectangles

rejoined to make a hybrid SA/x region. Each S region comprises a lymphokine-regu

DNA repeats. The actual number of C region exons has been reduced to simplify
! The DNA rearrangement process normally occurs only in

cells destined to produce antibodies and follows a highly

determined sequence (V–D joining, then D–J joining,

then V–J joining, and finally class switch rearrangements

[CSR] at S regions in antibody-producing cells).

! The site of DNA rearrangement is sensitive to both

internal feedback (ballelic exclusionQ) and external

stimuli (lymphokine-directed choice of S regions for

CSR).
ynthesis of different Ig classes. The details are explained in Kinoshita and

les, B cells either change Ig mRNA splicing, to incorporate the Cy exon for

Ca exon for IgG, IgE or IgA production is juxtaposed downstream of the V

) upstream of CA and another C region exons are transcribed, cleaved and

lated promoter upstream of a sequence containing many direct and inverted

the figure.



Table 1

Specificity of natural genetic engineering functions

Example Observed specificity (mechanism) References

Mating type cassette switching

(S. cerevisiae)

Localized, directional gene conversion (HO endonuclease cleavage initiates

homology-dependent recombination)

Haber, 1998

Immune system V(D)J joining Cleavage at specific recombination signal sequences (RSSs); flexible joining

by non-homologous end joining (NHEJ) functions (recognition of RSSs by

RAG1+2 transposase)

Bassing et al., 2002; Gellert,

2002

Immune system somatic

hypermutation

5V exons of immunoglobulin determinants (transcriptional specificity) Kinoshita and Honjo, 2001

Immune system class switching Lymphokine-controlled choice of switch regions (promoter activation) Kinoshita and Honjo, 2001

Budding yeast (S. cerevisaea)

retroviral-like elements Ty1–Ty4

Strong preference for insertion upstream of RNA polymerase III initiation

sites (protein–protein interaction of integrase with RNA polymerase III

factors)

Kirchner et al., 1995; Kim et al.,

1998

Budding yeast retroviral-like

element Ty1

Preference for insertion upstream of RNA polymerase II initiation sites rather

than exons

Eibel and Philippsen, 1984

Budding yeast retroviral-like

element Ty5

Strong preference for insertion in transcriptionally silenced regions of the

yeast genome (protein–protein interaction of integrase with Sir4 silencing

protein)

Zou et al., 1996; Sandmeyer,

2003; Xie et al., 2001

Fission yeast (S. pombe)

retroviral-like elements Tf1

and Tf2

Insertion almost exclusively in intergenic regions (N98% for Tf1); biased

towards PolII promoter-proximal sites, 100–400 bp upstream of the translation

start; preference for chromosome 3

Singleton and Levin, 2002;

Bowen et al., 2003; Kordis,

this issue

Murine Leukemia Virus (MLV) Preference for insertion upstream of transcription start sites in human genome Wu et al., 2003; Mitchell et al.,

2004

HIV Preference for insertion into actively transcribed regions of human genome Mitchell et al., 2004

Drosophila P-factors Preference for insertion into the 5V end of transcripts Spradling et al., 1995

Drosophila P-factors Targeting (bhomingQ) to regions of transcription factor function by

incorporation of cognate binding site; region-specific

Hama et al., 1990; Kassis et al.,

1992; Fauvarque and Dura, 1993;

Taillebourg and Dura, 1999

HeT-A and TART

retrotransposons

Insertion at Drosophila telomeres Pardue and DeBaryshe, 2003

R1 and R2 LINE element

retrotransposons

Insertion in arthropod ribosomal 28S coding sequences (sequence-specific

endonuclease, reverse transcription)

Xiong and Eickbush, 1988;

Burke et al., 1999

Group I homing introns

(DNA based)

Site-specific insertion into coding sequences in bacteria and eukaryotes

(sequence-specific endonuclease)

Belfort and Perlman, 1995

Group II homing introns

(RNA based)

Site-specific insertion into coding sequences in bacteria and eukaryotes

(RNA recognition of DNA sequence motifs, reverse transcription)

Mohr et al., 2000; Karberg et al.,

2001
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The immune system provides one case where cells

display how much control they can exert over DNA

restructuring. Further examples are found in other instances

of developmental DNA rearrangements (e.g. Beermann,

1977; Wyngaard and Gregory, 2001; Prescott, 2000). B cells

further illustrate the potential cells have to turn natural

genetic engineering activities on and off in response to

internal and external signals (rearranged DNA, immunoglo-

bulin chains, mitogenic antigen binding, lymphokines).

They show how DNA rearrangements can be both highly

specific, directed by DNA sequences or transcriptional

activity, and yet flexible, using untemplated nucleotides and

variable internucleotide linkages to enhance combinatorial

diversity. The mixture of specificity and flexibility enables

the V(D)J joining system to produce extraordinary protein

diversity (on the order of 1012 combinations) while

conserving H and L chain structures. By combining

specificity and flexibility, immune system engineering

optimizes the chance to produce a functional antibody

molecule with an indeterminate specificity. In addition, the

synergy of transcriptional regulation and DNA signals seen

in CSR provides a comprehensible mechanism for cellular

direction of DNA restructuring activities.
It is highly significant that the degree of cellular control

over natural genetic engineering exemplified by lympho-

cytes and other developmental systems is not an isolated

case. Experimentation with a number of different mobile

element systems has shown that they can be activated

temporarily by response to particular conditions. The

conditions are quite varied, ranging from blockage of normal

chromosome separation during early embryonic develop-

ment (McClintock, 1987) to osmotic and other physical

stresses associated with protoplast regeneration (Wessler,

1996) to oxidative starvation stress during badaptive
mutationQ (Shapiro, 1984; Hall, 1988; Maenhaut-Michel

and Shapiro, 1994; McKenzie et al., 2000; Ilves et al., 2001)

to mating outside the normal breeding group causing bhybrid
dysgenesisQ (Bregliano and Kidwell, 1983; Engels, 1989;

O’Neill et al., 1998; Vrana et al., 2000). In the case of hybrid

dysgenesis, it is important that changes induced typically

occur during the mitotic development of the germ line

(Woodruff and Thompson, 2002). Since the progeny of germ

line cells that have undergone DNA rearrangements produce

multiple gametes, mating-induced natural genetic engineer-

ing can lead to the appearance of small interbreeding

populations carrying similarly restructured genomes.
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In addition to control over when and in what situations

natural genetic engineering functions become active, there

are a variety of examples where mobile elements display

various degrees of targeting specificity in the genome

(Table 1). In some cases, we know the molecular basis for

targeting. Connections between DNA rearrangement spe-

cificity, on the one hand, and transcriptional control or

chromatin formatting functions, on the other, are partic-

ularly noteworthy for the following reason. Most biologists

recognize that signal transduction networks can direct

transcriptional and chromatin formatting activities to

particular regions or sites in the genome. Thus, connecting

these activities to the operation of mobile elements

establishes a readily understood mechanistic basis for

cellular control networks targeting DNA rearrangements

in response to internal and external signals.
5. Conclusions: a 21st century view of evolution

Based on discoveries about genome system architecture

and natural genetic engineering, it is now possible to

formulate a series of basic concepts that lead to viewing

evolution as something akin to a systems engineering

process:

! Genomes are formatted by repetitive elements and

organized hierarchically for multiple information storage

and transmission functions.

! Major evolutionary steps occur by DNA rearrangements

carried out by sophisticated cellular natural genetic

engineering systems operating non-randomly.

! Significant evolutionary changes can result from altering

the repetitive elements formatting genome system

architecture, not just from altering protein and RNA

coding sequences.

! Cellular regulation of natural genetic engineering activ-

ities makes evolutionary change responsive to biological

inputs with respect to timing and location of DNA

rearrangements.

These basic ideas about the role of cell-regulated natural

genetic engineering of genome system architecture have

implications for how we think about the evolutionary

process, and previous articles have discussed some of these

(Shapiro, 1999, 2002a; Shapiro and Sternberg, 2005). In the

context of this symposium, it is worthwhile to emphasize

how natural genetic engineering (i) can increase the

efficiency of searching for genome configurations that

encode functional complex systems and (ii) can favor the

elaboration of hierarchic system architectures.

As we saw in the immune system example, natural

genetic engineering takes existing functional coding mo-

dules and assembles them into new combinations. Since the

rearranged DNA segments already have functionality, the

potential of the newly assembled genomic structure for
adaptive utility is greater than for a structure resulting from

random changes. The same is true of other examples of

natural genetic engineering. For example, insertion of a

mobile element containing a package of integrated tran-

scription and chromatin-formatting signals can place an

existing coding region under novel controls. In this way, a

working product can be expressed under conditions where it

was previously absent (e.g. Errede et al., 1981). The

evidence is quite solid that this process has taken place

during evolution (Britten, 1997; Brosius, 1999; Jordan et al.,

2003), and transcript profiling during mouse oocyte devel-

opment indicates that retroviral promoters regulate expres-

sion of many embryonic functions (Peaston et al., 2004).

Similarly, insertion of a DNA segment encoding a func-

tional domain is more likely to add new capabilities to a

protein than are random changes in sequence or addition of

random polypeptide components. Domain addition is

commonly used in laboratory engineering of proteins.

Acquisition of new DNA regulatory regions and protein

domains are examples of engineering a new system by

arranging known components in new combinations. The

rearrangement process can always be followed, as it often is

in human engineering, by fine-tuning or modification of

individual components (microevolution). Here again, the

immune system is instructive. A similar brearrangement-

followed-by-fine-tuningQ sequence of events occurs in

targeted somatic hypermutation of joined exons encoding

antigen-binding domains of immunoglobulins (Bassing

et al., 2002; Kinoshita and Honjo, 2001).

The ability to regulate DNA rearrangements in time and

location within the genome also adds significantly to the

evolutionary efficiency of genome restructuring. By making

sure that genomes in normally reproducing organisms are

stable and that the genomes of cells under stress are

mutable, networks activating natural genetic engineering

functions provide hereditary variability when it is most

needed (McClintock, 1984). Episodic activation of genome

restructuring functions means that multiple changes can

occur when complex rearrangements may be required to

meet adaptive needs. It further predicts that evolutionary

change will be inherently intermittent and punctuated rather

than continuous (cf. Gould and Eldredge, 1993).

Targeting of genetic change has potential advantages.

Restricting somatic hypermutation in B cells to exons for

antigen binding domains and targeting of retrotransposon

insertions to the upstream regions of genetic loci (Table 1)

are obvious examples. Restricting retrotransposon insertion

sites minimizes interruption of coding sequences and thus,

presumably, enhances the potential for a constructive

regulatory change. In yeast, selections for increased protein

expression most commonly produce mutant strains carrying

just such retrotransposon insertions (Errede et al., 1981).

Although virtually every mobile element displays some

degree of target selectivity, there have been no careful

studies of how selectivity may influence the ability of the

element to make useful changes. Now that experimenters



J.A. Shapiro / Gene 345 (2005) 91–10098
are learning how to target mobile elements (Table 1; Mohr et

al., 2000; Karberg et al., 2001; Sandmeyer, 2003; Zhu et al.,

2003), the time is ripe to investigate whether enhanced

targeting alters their ability to generate adaptive changes.

In addition to increasing the efficiency of genome

restructuring in response to challenge, the action of natural

genetic engineering systems also imparts structural charac-

teristics to genomes. Duplication and rearrangement of

genomic segments can involve DNA sequences in the

megabase range (Harden and Ashburner, 1990; Bailey et al.,

2003). So natural genetic engineering has the potential to

facilitate the establishment and amplification of higher order

genomic subsystems, as has clearly occurred in the

evolution of homeodomain complexes (Patel and Prince,

2000). This tendency to amplify progressively larger

subsystems may help explain the hierarchic nature of

genome coding (Van Driel et al., 2003).

Another result of change by natural genetic engineering is

the tendency for genomes to accumulate dispersed copies of

repeats. This tendency is usually explained by the bselfish
DNAQ hypothesis (Doolittle and Sapienza, 1980; Orgel and

Crick, 1980). However, the selfish DNA view does not take

into consideration the well-documented functional informa-

tion found in all classes of repetitive DNA elements (Shapiro

and Sternberg, 2005). Since dispersed repeats influence both

coding sequence expression and physical organization of

genomes, an alternative functionalist hypothesis must be

entertained: namely, that repeat distribution reflects the

establishment of a system architecture required for effec-

tively integrated genome functioning. While it is difficult

right now to test these alternative models experimentally,

formal investigation remains possible. Employing simulated

evolutionary processes, such as genetic programming (Koza

and Andre, 1996), computer scientists can test whether the

presence of mobile formatting repeats speeds up the evolu-

tionary process. A positive result in the simulation would be

a strong spur to the development of experimental systems.

It appears from this discussion that a distinct 21st Century

view of evolution can stimulate research at the interface

between experimental observation-based biology and math-

ematical analysis of complex systems. That was the objective

of the present symposium. The ideas presented here are

consistent with molecular genetics but are quite different

from conventional evolutionary theory. Whether they prove

to be predictive or not remains unknown until tests have been

performed. Nonetheless, the value of opening up scientific

exploration of evolution to new fundamental concepts should

be clear. It will lead us to ask questions that could not have

been imagined in the middle of the 20th century.
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